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Overview Our Model
P(w, VIWi—1) = P(w |V, W;_1) P(V|W,_)

Goal: Learn a bi-directional
mapping between images and
their sentence-based descriptions

The boy threw
the baseball.

U-= long-term visual memory

A brown and white dog

U Sage : . v A table topped with plates of A man that is jumping in the sitting on top of a street . A white refrigerator freezer A group of baseball players
. B . d . t I t . I V| Sud I feat ures ¥ Y % - food and bowls of food. air while riding a skateboard. A picture of a dog laying sitting in front of a stove. playing a game of baseball.
I-directional retrieva This.table is fi.lled with a variety A man ona skaFeboard is on the ground. A kitchen with a refrigerator, A group of baseball players is
of different dishes. performing a trick at the park. stove and oven with cabinets.  crowded at the mound.
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A girl and ?

Key Motivation:
* Visual representations help build long-term memory
» A good caption should capture and help reconstruct the Sentence
visual representation.
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A Iar.ge living room filled with A group of motorcycles A close up of a sink in a bathroom. A stop sign sitting on the A group of people standing on top of a
furniture and a flat screen tv. : side of a road
A tardiireth — parked on the side of a road. A faucet running next to a dinosuar ' snow covered slope.
woman stands in the : ien i
______ > A motorcycle parked in a parking holding a toothbrush. A stop sign is mounted A group of people riding skis on top of
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dining area at the table. upside-down on it's post.

a ski slope.

space next to another motorcycle.

Evolving visual memory... Visual Features “ » | Ar
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A qgirl and boy knocked down a tower.
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: A train is stopped at a train station. itti e
A person standing on a beach next Jas e L R PP A young girl sitting on a |A n;an sitting at a table in front of a
aptop.

vase on a table. A purple and yellow train couch with a teddy bear.
traveling down train tracks.

Bi— Di re Ctio n a | to a surfboard in the ocean.
Young man wearing glasses
lounging on a sofa with three white

laptop computers on his lap.

A man in a wetsuit with a

A filed with red A boy sitti black
surfboard standing on a beach. reenvase wecnin e Oy sitting on a blac

roses sitting on top of table. couch with teddy bears.

Caption Generation Visual Feature Reconstruction

Up —> U u, » Uz ==>
A girl and ? - A person that is flying a kite in Atuffedteddy boar sittig o Sk A pair of scissors sitting on
V ronn e penpls kot an A man riding a skateboard on B A S
Sentence Wo > Wy > Wy M W3 f==p Visual features T z\he il i the ai d ;ip of'a pieci Cl)fluig:glz. | ifndirf)g ii?ro:tl o;da lsuilding. top Ofagregn field. Z\p f a whit N
person up in the air, upside is wire metal rack holds severa vde pareh:ona bunchioF twigs orse drawn carriage travelin rear view mirror on a bike is
B a C kg rO u n d t t Uy —> U » U, —> U; ==> down while outside. pairs of shoes and sandals. i%wtclj'nepwinrer. Dneliol g ﬁot:,vn thz middleof agrotad. ing reflecting a poster on building.
S » S; —{ S, o S; F==> A girl and boy
Previous RNN Model: Visual Features 1 —1 ‘ sentence " ™ 1" 1% Flickr 8K Flickr 30K MS COCO Val MS COCO Test
PPL | BLEU | METEOR | PPL | BLEU | METEOR | PPL | BLEU | METEOR | BLEU | METEOR | CIDEr
P(w |V, W;_1) . , RNN 175 | 45 103 [ 230 63 107 [ 169 | 47 9.8 : - :
A gir and ' P(w |V, W, 1) P(V] Wi_1) RNN-+IF 165 | 11.9 | 162 |208 | 113 | 143 |[133| 163 | 177 : : :
W, Jw, Jw, iy Lo b RNN+IF+FT 160 | 120 | 163 [205| 11.6 | 146 | 129 | 170 | 18.0 - - :
Sentence RNN+VGG 15.2 12.4 16.7 20.0 11.9 15.0 12.6 18.4 19.3 18.0 19.1 315
Our Approach 16.1 12.2 16.6 20.0 11.3 14.6 12.6 16.3 17.8 . . -
" S S —! S, o S3 b---r Training: Retrieval: Generation: Our Approach+FT | 15.8 | 124 16.7 19.5 | 11.6 14.7 120 | 16.8 18.1 16.5 18.0 44.8
T f T f  Per stage model, every step tries * Given a sentence, evaluate the likelihood * First sample sentence length EUMPRRNCTR | T || S 1 e oot )| £ i i e e
S 5 , EVETY StEp _ ' , X & Human 1 206 | 255 | - | 189 | 229 | - | 192 | 241 | 217 | 252 | 854
% to reconstruct the image that it can be generated by using each from a prior
* Weight update from visual image as an input * With fixed length, sample the Ty e iee Reiieva) PASCAL
memory to image is performed * |Image to sentence retrieval is normalized most likely caption R@l [ R@5 [ R@10 | Medr | R@1 | R@5 | R@10 | Med r PPL | BLEU | METEOR
Random Ranking 0.1 0.6 1.1 631 0.1 0.5 1.0 500 Midge [33] - 2.9 8.8
from end to start by .sent.ence length SDT-RNN [ 7] 45 | 180 | 286 32 6.1 | 185 | 29.0 29 Baby Talk [24] : 0.5 9.7
Context dependent recurrent neural network * USIng V|Sua| memory helps the DeViSE [ t :] 4.8 16.5 5. 28 5.9 20.1 29.6 29 Our Approach 25.3 9.8 16.0
language model. T. Mikolov and G. Zweig, SLT performance DeepFE [ 0] 12.6 32.9 44.0 14 9.7 29.6 42.5 15 Our Approach+FT 24.6 10.4 16.3
2012. DeepFE+DECAF [20] | 5.9 | 192 | 27.3 34 52 | 176 | 265 32 Our Approach+VGG | 23.8 | 12.0 17.6
RNN+VGG g9 | 257 | 387 | W5 | €5 | 173 | 24 25 Human i 20.1 25.0

Our Approach (T) 9.6 289.1 41.6 17 7.0 23.6 33.6 23
Our Approach (T+I) 9.9 29.2 424 16 f 24.6 36.0 20

Visual Feature Reconstruction [10] 83 | 216 | 303 | 34 | 76 | 207 | 301 | 38 .

Human Evaluation:

First Attempt: RNN+VGG 77 | 230 | 372 21 6.8 | 240 | 339 | 235 o .
P " Our Approach (T) | 8.1 | p44 | 39.1 19 | 74 | 250 | 375 | 21 * 5.1% of our captions (Our
‘ ball  bat glove WV |8 air balloon ool Dl Our Approach (T+I) | 8.6 | 259 | 40.1 17 7.6 | 249 | 37.8 20 Approach + VGG) are preferred
B u5 - u6 ” U7 - u8 baseball:NN \ \ / th:_[l}t':l' J / \ M'RNN [:\] 14.5 37.2 48.5 ll 11.5 31.0 42.4 15 to human Captions and 15 9%
down a tower </s> s RNN+VGG 144 | 379 | 482 10 15.6 | 384 | 50.6 10 , ’
w0 o Our Approach (T) | 152 | 398 | 493 | 85 | 164 | 409 | 548 | 9 of equal quality
=W "W " W " W tew_VED niningNN Our Approach (T+I) 15.4 | 40.6 50.1 8 17.3 | 425 57.4 7
5 6 7 8 o1 is_VBZ
baseball:NN striking_VBG
. the_DT
Mikle_NNP tree_NN o
B I I Conclusions
 } 7Y 7 ' : hit_vB are_VBP
the_DT growing_VBG
V baseball_NN m::'l-_EI}: I

* Explicit visual memory is helpful
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* Model is decomposable for bi-directional generation



